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Nnterpretanility

" he abllity to explain or present
(@ model or dataset)
N understandaple terms
to a human.’

Doshi-Velez, F., & Kim, B (2017).
Towards A Rigorous Science of Interpretable Machine Learning,



ldentify model issues

Only people with a
CS degree are
qualified typists [1].

1] Fuller, J. (2027). Companies Need More
Workers. Why Do They Reject Millions of
Réesumeés”? The Project on Workforce.
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sentiment Classification
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mportance Measures
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Post-hoc Interpretability for Neural NLP: A Survey

ANDREAS MADSEN®, SIVA REDDYT#, and SARATH CHANDAR’S, Mila, Canada

less information more information .
post-hoc intrinsic
black-box dataset gradient embeddings white-box model specific
local explanation
= input Occlusion Gradient Attenton
z features -based §2.5.2 -based §2.5.1 -based §2.5.3
@
= adversarial
% SEAM §A.1.2 HotFlip § A.1.1
5 examples
@)
=- influential Influence Functions’™ § A.2.1 : ; Prototype
= examples TracIn® § A.2.3 R Networks
counter- Polyjuice™-P M
factuals §2.6.1 MCIE S22

A< ; M natural predict-then- explain-then-
language explain™ §2.7.2 predict™ §2.7.1

class explanation

Computing Surveys

global explanation

2 O 2 2 vocabular Project § A.4.1,
’ Rotate § A.4.2

=
UE
@ ensemble SP-LIME §A.5.1
=
& linguistic Behavioral Structural Structural Auxiliary
§ information | Probes? §A.6.1 Probes” § A.6.2 Probes? § A.6.2 Task?
=
=

rules SEARM § A.7.1 Compositional Explanations of Neurons' § A.7.2




Post-hoc Interpretability for Neural NLP: A Survey

ANDREAS MADSEN®, SIVA REDDYT#, and SARATH CHANDAR’S, Mila, Canada

less information more information .
post-hoc intrinsic
black-box dataset gradient embeddings white-box model specific
local explanation
= input Occlusion Gradient Attenton
z features -based §2.5.2 -based §2.5.1 -based §2.5.3
@
o
A
=
05
o
=
=
C ting S

2 O 2 2 —
=
=
@
=
o
7
=
05
o
=
=




L eave one out (LOO)

Positive After: 90% Dositive After: 40%
sentiment Before: 94% sentiment Before: 94%

T T
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Ml movie was great . | really lked it . The M| was great . | really liked it



L eave one out (LOO)

Positive After: 90%
sentiment Before: 94%
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Ml movie was great . | really lked it
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Attention

Positive
sentiment

T

attention

The movie vvas-. | really lked 1t .
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Complex
Neural Component

Attention

Positive
sentiment
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Disagreement problem

Positive
sentiment

*

1 The movie vvas-. | really lked 1t .

2 - movie was great . | really lked it .
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Desiraples

faithfulness [l human-groundedness 2l
"How accurately it (the explanation) reflects How useful Is the explanation to
the true reasoning process of the model.” humans.
1] Jacovi, A., & Goldberg, Y. (2020). Towards Faithfully Interpretable NLP 2] Doshi-Velez, F., & Kim, B (2017).

Systems: How Should We Define and Evaluate Faithfulness” ACL 2020 Towards A Rigorous Science of Interpretable Machine Learning.



UMman-groundedness

Counterfactual generation Contrastive explanations

Input: Can you stop the dog from

X p(ylx;0) y Outout: bark
X the year 's best and most unpredictable comedy 0.91 pos utput: barking
\J . . .
the year 's worst and most unpredictable comedy 0.59 - 1. Why did the model predict “barking™?
) v Can you stop the dog ffoi
X the year 's worst and most predictable comedy 0.04 -
. s ¢4 66 a1 ¢ * a9
X we never feel anything for these characters 0.95 neg 2. Why did the model predict “barking” instead of “crying™
L/ Can you stop the dog from
we can feel anything for these characters 0.73 -
. , v 3. Why did the model predict ‘“barking’ instead of ‘“‘walking”?
X we can feel anything for these animals 0.01 -
Can you stop i€ dog from
Ross, A., Marasovic, A., & Peters, M. (2021). Explaining NLP Models via Yin, K., & Neubig, G. (2022). Interpreting Language Models with
Minimal Contrastive Editing (MICE). Findings of the Association for Contrastive Explanations. Proceedings of the 2022 Conference on

Computational Linguistics: ACL-[JCNLP 2021 Empirical Methods in Natural Language Processing.



VWhen are explanations faithful?

DOSt-NOC NtriNsIC



VWhen are explanations faithful?

DOSt-NOC NtriNsIC

Interpretability Is considered
arter the model is trained.

[ eave-one-out, Gradient-based
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VWhen are explanations faithful?

DOSt-NOC NtriNsIC
Interpretability Is considered NVodels are architecturally
after the model is trained. constrained to be explained.

[ eave-one-out, Gradient-based Attention, Decision [rees

10



VWhen are explanations faithful?

DOSt-NOC

Interpretability Is considered
arter the model is trained.

NtrNSsIC

NVodels are architecturally
constrained to be explained.

Only models designed to be

explainec

can e explained.
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VWhen are explanations faithful?

DOSt-NOC

NtrNSsIC

NVodels are architecturally
constrained to be explained.

Only models designed to be
explained can e explained.

INtrinsic mode

S can have

high-performance 100.
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VWhen are explanations faithful?

DOSt-NOC NtriNsIC

Interpretability Is considered
arter the model is trained.

Black-pox moagels are more
general purpose.




VWhen are explanations faithful?

DOSt-NOC NtriNsIC

Interpretability Is considered
arter the model is trained.

Any model can be explained.

Black-pox moagels are more
general purpose.




[he evolution of paradigms

Light Is a particle. Light Is a wave.




[he evolution of paradigms

Quantum mechanisms

Light Is a particle. Light Is a wave.




DOSt-NOC

NtrNsic

Only models designeo

explainec

can be explal

to pe

ned.

Black-box moade
general pur

S dlfe Mmore

DOSE.
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New [nterpretapility Paradigms

Only models designeo
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can be explal
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HOw tO provide and ensure faithful explanations
for complex general-purpose neural NLP models”

[his qguestion can be answered:

p By developing new paradigms
explained without employing arcnh

that design

il

ode

tectural cons

raint

Research qguestion

s 1o be
S,

p By focusing on developing accurate faithfulness metrics.

p By focusing on importance measures t
notoriously troubling history regarding faitn

nat have nhad a
ulness.

p By taking advantage of properties specific to natural language

and NLP models.

Research hypothesis

22



Potential paradigms

Faithtulness
measurable modaels

Model is designed such that
measuring faithfulness is easy.

ICML 2024
Spotlight

Self-explanations

Model is designed such that
t can explain itself.

ACL 2024
-INAINGS

23
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Faithfulness measuraple modae

Positive
sentiment

e == i [
i3 i
i &
flo == i fo =t i
i
i i
¥ ¥

80% faithful

The Fmovie - really liked It he movie was great . | really liked

explanation reqular input

T
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crasure-metric

T a token is truly iImportant,
then If the token Is removed,
the moael's prediction should

change significantly.

Samek, W., et al. Evaluating the Visualization of \WWhat a Deep Neural Hooker, S., Erhan, D., Kindermans, P.-J. J., & Kim, B. A benchmark for
Network Has Leamed. IEEE 201 7. interpretability methods in deep neural networks. NeurlPS 2019,

20



Evaluating the Faithfulness of Importance Measures in NLP by
Recursively Masking Allegedly Important Tokens and Retraining

Andreas Madsen'” Nicholas Meade'”" Vaibhav Adlakha'>" Siva Reddy'~*
'Mila — Quebec Al Institute 2 Polytechnique Montréal
3 McGill University  * Facebook CIFAR AI Chair

{firstname.lastname}@mila.quebec

EMNLP 2022
—INAINGS
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ROAR

Compute importance measure
Repeat this:
1. Mask 10% more of the dataset

2. Retrain the mode
3. Measure the performance

0% Ihe movie was great . | really liked

10% The movie was M/ . | really liked

1

1

Explanation
Importance Measure

100% -

75% -

50% -

performance

25% -

0% -
0 20 40 o0

| S— ] % tokens masked

30

100

203



ROAR

Compute importance measure
Repeat this:
1. Mask 10% more of the dataset

2. Retrain the mode
3. Measure the performance

0% IThe movie was great . | really lked it
10% The movie was M} . | realy lked it

20% The M} was M| . | realy lked i

Explanation
Importance Measure

100% -

/5% -

50% -

performance

25% -

0% -
0 20 40 60

| S— ] % tokens masked

30

100
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Recursive ROAR

Repeat this:

1. Compute Importance measure
2. Mask 10% more of the dataset
3. Retrain the model

4. Measure the performance

0% IThe movie was great . | really lked it

10% The movie was M/ . | realy [liked it

20% The movie was M| . | really M| it

Explanation
Importance Measure

100% -

75% -

50% -

performance

25% -

0% -
0 20 40 o0

| SE— ] % tokens masked

30

100

30



Recursive ROAR

Repeat this:

1. Compute Importance measure
2. Mask 10% more of the dataset
3. Retrain the model

4. Measure the performance

0% IThe movie was great . | really lked it

10% The movie was M/ . | realy [liked it

20% The movie was M| . | really M| it

anation
mportance Measure
Random
100% -
5% -
)
O
-
e 50% -
S
‘©
8 25% -

0% -
0 20 40 o0

| SE— ] % tokens masked

30

100
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Recursive ROAR

anation Area
mportance Measure Faithfulness
Repeat this: 100% - e
1. Compute Importance measure .
2. Mask 10% more of the dataset 3
3. Retrain the mode ¢ S0%
4. Measure the performance g 25% -

0% IThe movie was great . | really lked it

10% The movie was M/ . | realy [liked it

20% The movie was M| . | really M| it

0% -
0O 20 40 60

N ]
| % tokens masked

30

100
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Recursive ROAR

Repeat this:

1. Compute Importance measure
2. Mask 10% more of the dataset
3. Retrain the model

4. Measure the performance

0% IThe movie was great . | really lked it
10% The movie was M/ . | realy liked it

20% The movie was M| . | really M| it

anation Area
mportance Measure Faithfulness
Random Normalizer

100% -

75% -

50% -

performance

25% -

0% -
0 20 40 o0 30 100

| S ] % tokens masked

33



\Vodel and task-dependent faithfulness

LSTM RoBERTa

PADI-1 59.1% 48.2%
bAbI-2 34.6% 42.0%

PADI-3 25.9% -27.9%
Anemia 4.9% 12.5%
Diabetes 11.4% 20.1%
SST 37.8% 32.9%
SNLI -13.9% 56.7%
IMDB 32.5% 35.1%

Absolute Integrated Gradient

Explanation Area
mportance Measure Faithfulness
Random Normalizer
100% -
5% -
D
O
C
£ 50% -
s
8 25% -
0% -

0 20 40 60 80 100
% tokens masked

Same conclusion in: Bastings, J., et al. “Will You Find These
Shortcuts?” A Protocol for Evaluating the Faithfulness of Input
Salience Methods for Text Classification. EMNLP 2022

34



_imitations

® Computationally expensive:

Retrain the moadel 10 times
mportance measure on training dataset

or each: explanation, model, and dataset

39



_imitations

® Computationally expensive:

Retrain the moadel 10 times
mportance measure on training dataset

or each: explanation, model, and dataset

® Does not measure on the deployed mode

30



_imitations

All because of retraining



What It we had a model that supported
masking from the beginning’’



Faithfulness Measurable Masked Language Models

Andreas Madsen !> Siva Reddy !** Sarath Chandar !>

|CML 2024
Spotlight

39



\Vasked Language Models

® Pre-trained with 12% masking (RoBERTa)

® Catastrophic forgetting when fine-tuning

40



\asked fine-tuning

Z (XI:B9 yl:B) —

+ £ (mask (XQ:B>,y§:B)

Uniform masking:

1. Sarr

N half of t
—Or eacn

Dle a

ne mini-batch.
raining olbservation;

masking ra

10 between 0% and 100%.

2. Mas

< 1ano

om ratiov%

okens N an opservation.

0%
0%
40%
60%

i
10 15 20

Epoch
The move was great NO
s this acting masKing
M] new [M] of comedy | niform
M] [M] they [M] had | MasKing
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Unmasked performance

NO performance I1ISsues

0% masked performance

RoBERTa base RoBERTa large

1]
187

Cop e Default hyperparameters.
85% - - — == - - | |
3(5)3?------ ' = e O5H9% configence interval
70% = of the mean, 5 seeds.
65% -
85% -~ =M= T |
80% - <
75% - s
70% Q)
65%
$ $
§ §
& i
S S
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Unmasked performance

NO performance I1ISsues

0% masked performance

RoBERTa base RoBERTa large

111
187

e Default hyperparameters.

"' ' ' e O5% confidence interval

Oroog

of the mean, 5 seeds.

OddIN
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Unmasked performance

NO performance I1ISsues

0% masked performance

RoBERTa base RoBERTa large

i
184

e Default hyperparameters.

e O5% confidence interval
of the mean, 5 seeds.
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Unmasked performance

NO performance I1ISsues

0% masked performance

RoBERTa base

RoBERTa large

18%

Type

Dataset

NLI

RTE
SNL
MNLI

CB

Parahrase

MRPC
QQP

Sentiment

SOI2
IMDB

Diagnosis

Anemia
Diabetese

Acceptability

ColLA

QA

BoolQ
DADI-1
DADI-2
PDADI-3




NO performance I1ISsues
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0%

masking-ratio

100%
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Nn-distrioution testing

® Should assume little of the model’s internals.

-Or example, do not assume internally
normally distributed.

® Should only consider the model, not the
input distripution.

® Should provide non-ambiguous metrics.



Nn-distrioution testing

® Should assume little of the model’s internals.

-Or example, do not assume internally
normally distributed.

® Use Mask 1], a non-parametric statistical
global in-adistripbution test.

® Should only consider the model, not the
input distripution.

® COriginally made for small scale computer
vision, which we adapt to large scale NLF,

® Should provide non-ambiguous metrics.

1] Matan, H., Frostig, T., Heller, R., & Soudry, D. A Statistical Framework for
Efficient Out of Distribution Detection in Deep Neural Networks. |[CLR 2022



Beca
form

use random e

Nn-distrioution testing

asking Is different

targeted mask

ng

each explanation need to be tested.

importance measure (IM)

Random

Grad (L>)

Grad (L7)

x © grad (sign)

X © grad (abs)
—o— 1G (s1gn)

IG (abs)

LOO (sign)
—e— LOO (abs)

—o— Beam

o0



Nn-distrioution testing

Plain fine-tune

® Bccause random masking is different
form targeted masking,
each explanation need to be testea. 10% -
;g __________________
® Often out-of-distribution issues with S 0%
plain fine-tuning. =

Masking ratio

Q1009

OddN

importance measure (IM)

—eo— Random

Grad (L>)
Grad (L7)
x © grad (sign)
X © grad (abs)
—o— 1G (s1gn)
IG (abs)
—o— LOO (sign)
—e— LOO (abs)

—o— Beam

o0



IN-distrioution testing

® Bccause random masking is different
form targeted masking,
each explanation need to be tested.

® Often out-of-distribution issues with
plain fine-tuning.

® o out-of-distribution iIssues with
masked fine-tuning.

Plain fine-tune Masked fine-tune

.‘*.\:hq A—:—_—A—A-A'—'
20% - GESEES————
2
=
1 O% - O
i.s) ____________________________________
S 0%-
&, 30% -
<
=
0
@!

o\° o\° o\° c\° o\° c\° o\° o\° o\° o\°
SHSESTE S LS

Masking ratio

importance measure (IM)

—eo— Random

Grad (L>)
Grad (L7)
x © grad (sign)
X © grad (abs)
—o— 1G (s1gn)
IG (abs)
—o— LOO (sign)
—e— LOO (abs)

—o— Beam

o0



Positive
sentiment
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Gradient-based

Positive
sentiment

T

94%

T

The movie vvas-. | really liked it .
X

oc



mportance Measures

Positive
sentiment

T

T

Signed  The movie vvas-. | really liked it .

Absolute The movie vvas-. | really lked it .
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Faithfulness

Absolute Signed

-_—

importance measure (IM)

O g —o— Random

> =)

g S Grad (L>)

‘4% Grad (L7)

—g x © grad

i,

3 —o- IG

. <

E % —o— LOO
259 - . —o— Beam

S S S A P S Q° P Q©®
R A RS I GRS

Masking ratio



IM masked performance

Faithfulness

Absolute Signed

importance measure (IM)

—o— Random

Grad (L p) )
Grad (L7)

x © grad

o 1IG
—o— LOO

—o— Beam

= DddIN

Occlusion-based

AN S\QS\Q @3\° §\°

S o o\ ’
Q' b O D
AV SHRAN S & & N S
Masking ratio
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Comparison

Dataset IM FMM R-ROAR
Grad (L2) 40.4% 26.1%
SST2 X ograd (aps) 23.5% 18.6%
G (albs) 45.3% 32.9%
Grad (L2) 96.3% 57.8%
pAbI-2 X © grad (abs) 92.0% 48.1%
G (abs) 98.3% 42.0%

RoB

—R la-Base

100% -

75% -

performance

0% -

50% -

25% -

EXp

anation Area

mportance Measure Faithfulness

Random Normalizer
20 40 60 80 100

% tokens masked

0O



Higher faithfulness

Dataset IM FMM R-ROAR
Grad (L2) 40.4% 26.1%
SST2 X ograd (aps) 23.5% 18.6%
G (albs) 45.3% 32.9%
Grad (L2) 96.3% 57.8%
pAbI-2 X © grad (abs) 92.0% 48.1%
G (abs) 98.3% 42.0%

ROB

—R la-Base

John went to the office.
NVary went to the hallway.
John went to the bathroom.

Where is John?

o6



Higher faithfulness

Dataset IM FMM R-ROAR
Grad (L2) 40.4% 26.1%
SST2 X ograd (aps) 23.5% 18.6%
G (albs) 45.3% 32.9%
Grad (L2) 96.3% 57.8%
pAbI-2 X © grad (abs) 92.0% 48.1%
G (abs) 98.3% 42.0%

RoBERTa-Base

IM] went [IM] [M] [M].
[IM] [M] 1o [M] [M].
John /] to /M| bathroom.

® Produces a more robust model,

that ©

signa

epends on more relevant
S,

o —aithful explanations then reveals

objectively important information.

of



Not model and task-aependent

Dataset IM FMM R-ROAR
PADI-1 938.7% 48.2%
bAbI-2 G (abs) 98.3% 42.0%
PADI-3 100 % -27.9%
Anemia 052.1% 12.5%
Diabetes = abs 90.5% 26.1%
SST 45.3% 32.9%
SNLI G (abs) 92.3% 50.7%
IMDB 35.4% 35.1%
RoBERTa-Base

® Improvements across al
datasets.

® [here are now consistently
good Importance measures,
across all 16 datasets.

o3



Faithfulness measuraple modae

Positive
sentiment

e == i [
i3 i
i &
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80% faithful

The Fmovie - really liked It he movie was great . | really liked

explanation reqular input

T

o9



Optimizing for faithfulness

e Building on existing work which uses a beam-search
optimizer [1].

o Slightly different faithfulness metric. They use
comprehensiveness — sufficiency, we use Recursive ROAR,

but same idea.

e [hey do not address the OOD issues caused by masking.

1] Zhou, Y., & Shah, J. The Solvability of Interpretability Evaluation
Metrics. EACL Findings, 2023,

c0



The

1
M

m .
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Optimizing for faithfulness

1

was (great . | really lked it . The movie was M/ . | really liked
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= \
—

Ihe movie was great . | really lked it .
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Optimizing for faithfulness

3 1 ? | 3 ?

The M| was M| . | really M 1t . The movie was M| . | IM] 1t
| 2

The M| | really Tliked it . The movie was M| . |lreally M i
1 | |

The /M| | really liked it . The movie was M/ . | realy liked it

_—
— -

Ihe movie was great . | really lked it .

ol



Faithfulness

Absolute

Seam Is not always optima
~ Pbecause It's an approximat

importance measure (IM)

O
>
§ —o— Random
gg Grad (L>)
O
,_g Grad (Ll)
é x © grad
; 7% —o— IG
B 3 LOO
25% - .
—o— Beam
S S S A P S Q° P Q©®
R A RS I GRS

Masking ratio




1. Masked fine-tuning

Summary

2. In-distribution validation

100% -
1.5 = \
75% -
| - o
% O 50% -
) @)
0.5 = 25%, =
0 - 0% -
[ [ [ [ 0 [ [ [ 0
0 5 10 15 20 —4 —2 0 2
Epoch Internal representation
0% The movie was great no L 0% This was
0% 1Is this acting maSklng 20% This was
40% [M] new [M] of comedy | yniform 40% This was
60% [M] [M] they [M] had | Masking 60% This was

fun and useful
(M ]
(M ]
M

3. Measure faithfulness

o Explanation
2 75% - Random
S
£ 50% -
2
o 25% =
A
O% - 0 0
0 20 40 60 &80 100

% tokens masked

and ' useful
and [M]
[M] [M]
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—aithfulness Measurable Models

Only models designeo

explainec

can be explal

to pe

ned.

Black-box mode
general pur

S dlfe Mmore
OOSE.
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local explanation

input
features

less information

more information

>
post-hoc intrinsic
black-box dataset gradient embeddings white-box model specific
Occlusion Gradient Attenton
-based §2.5.2 -based §2.5.1 -based §2.5.3
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UO0I19RI}Sqe I9MO]
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local explanation

input
features

counter-
factuals

natural
language

less information

more information

>
post-hoc intrinsic
black-box dataset gradient embeddings white-box model specific
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-based §2.5.2 -based §2.5.1 -based §2.5.3
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Self-explanations



. NON | < @ @ ‘ﬂ ¥ huggingface.co/chat/conversation/65d66 (@ Q

.~ No. The resume does not show sufficient experience and education in software enqi...

Is the following a good candidate for a Senior SWE position? Answer yes/no.

Resume:

Experience:

2017: Software Internship at Company X
2020-2023: Frontend SWE at a Medical Company
Education:

2016-2020: Bachelor in Biology at University Y

No, this candidate may not be a good fit for a senior software engineer position. While
they have some experience as a frontend software engineer and a background in
biology, they lack extensive experience in software development, leadership roles, or
technical expertise to qualify for a senior role. A senior software engineer typically
requires more than 5 years of experience in software development, proven leadership
skills, and a deep understanding of software architecture, algorithms, data structures,

and programming languages.
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| LMIs are nign-stakes decision makers

o000 < G W 1 v huggingface.co/chat/conversation/65d66 @ @
= . No. The resume does not show sufficient experience and education in software engi... Ly

Is the following a good candidate for a Senior SWE position? Answer yes/no.

Resume:

Experience:

2017: Software Internship at Company X
2020-2023: Frontend SWE at a Medical Company

Education:
2016-2020: Bachelor in Biology at University Y

® No, this candidate may not be a good fit for a senior software engineer position. While
they have some experience as a frontend software engineer and a background in
biology, they lack extensive experience in software development, leadership roles, or
technical expertise to qualify for a senior role. A senior software engineer typically

requires more than 5 years of experience in software development, proven leadership
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Self-explanations

Cons

@ Explanation is also produced by a Input
black-box.

® Hard to measure faithfulness of
free-formed explanations.

v v

Prediction =X planation




Self-explanations

Cons

@ Explanation is also produced by a Input
black-box.

® Hard to measure faithfulness of
free-formed explanations.

Pros

v v

® [he explanation could have Sradiction = olanation

greater access to the prediction-
model behavior.




Pronlem

Hard to measure faithfulness
of free-formed explanations.
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Pronlem

Hard to measure faithfulness
of free-formed explanations.

Solution

ook at a sulbset of self-explanations
which we know how to validate.
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Sentiment countertactuals

Session 1 (prediction and explanation)

What is the sentiment of the following para-

graph”? Answer only "positive”, "negative”,
"neutral”, or “unknown":

Paragraph: | liked this the movie, it was great.

Positive.

/0



Sentiment countertactuals

Session 1 (prediction and explanation)

What is the sentiment of the following para-

graph”? Answer only "positive”, "negative”,
"neutral”, or “unknown":

Paragraph: | liked this the movie, it was great.

Positive.

Edit the paragraph such that the sentiment is
“negative”. Make as few edits as possible.

| disliked this the movie, it was awful.



Sentiment countertactuals

Session 1 (prediction and explanation)

What is the sentiment of the following para-

graph”? Answer only "positive”, "negative”,
"neutral”, or “unknown":

Paragraph: | liked this the movie, it was great.

Positive.

Edit the paragraph such that the sentiment is
“negative”. Make as few edits as possible.

| disliked this the movie, it was awful.



Sentiment countertactuals

Session 1 (prediction and explanation)

What is the sentiment of the following para-
graph”? Answer only "positive”, "negative”,
"neutral”, or “unknown":

Paragraph: | liked this the movie, it was great.

Positive.

Edit the paragraph such that the sentiment is
“negative”. Make as few edits as possible.

| disliked this the movie, it was awful.

Session 2 (Self-consistency)

What is the sentiment of the following para-
graph? Answer only "positive”, "negative”,
"neutral”, or “unknown";

Paragraph: | disliked this the movie, it was
awrful.

Negative

r/



Sentiment countertactuals

Session 1 (prediction and explanation)

What is the sentiment of the following para-
graph”? Answer only "positive”, "negative”,
"neutral”, or “unknown":

Paragraph: | liked this the movie, it was great.

Positive.

Edit the paragraph such that the sentiment is
“negative”. Make as few edits as possible.

| disliked this the movie, it was awful.

Session 2 (Self-consistency)

What is the sentiment of the following para-
graph? Answer only "positive”, "negative”,
"neutral”, or “unknown";

Paragraph: | disliked this the movie, it was
awrful.

Negative

/3



Sentiment feature attribution

Session 1 (prediction and explanation)

What is the sentiment of the following para-
graph? The paragraph can contain redacted
words marked with [REDACTED]. Answer only

"positive", "negative", "neutral", or “unknown":

Paragraph: | liked this the movie, it was great.

NoO

List the most important words for determining
the sentiment, such that without these words
the sentiment cannot be determined.

| 1

Important words: "liked," “great”.

Session 2 (Self-consistency)

What is the sentiment of the following para-
graph? The paragraph can contain redacted
words marked with [REDACTED]. Answer only

"positive”, "negative”, "neutral”, or “unknown":

Paragraph: | [REDACTED] this the movie, it
was [REDACTED].

Unknown
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sentiment redaction

Session 1 (prediction and explanation)

What is the sentiment of the following para-
graph”? The paragraph can contain redacted
words marked with [REDACTED]. Answer only

‘positive”’, "negative”’, "neutral”, or “unknown";

Paragraph: | liked this the movie, it was great.

NoO

Redact the most important words for
determining the sentiment, by replacing
important words with [REDACTED], such that
without these words the sentiment can not be
determined.

Paragraph: | [REDACTED)] this the movie, it
was [REDACTED].

Session 2 (Self-consistency)

What is the sentiment of the following para-
graph” The paragraph can contain redacted
words marked with [REDACTED]. Answer only

"positive”, "negative”, "neutral”, or “unknown":

Paragraph: | [REDACTED] this the movie, it
was [REDACTED].

Wy Unknown
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Self-consistency checks

o mmm mmm m— m— = m—— e D = = e = E— = o E—— oy,

- e e e e e e s s s e o s s s o .

Session T
Classification prompt.

Positive



Session

Self-consistency checks

o mmm mmm m— m— = m—— e D = = e = E— = o E—— oy,

- e e e e e e s s s e o s s s o .

Classification prompt.

Positive
Counterfactual Feature attribution Redaction
explanation prompt. explanation prompt. explanation prompt.
The movie was awful. Important words: “great”. -> The movie was [REDACTED].

31



Session

Session 2

Self-consistency checks

o mmm mmm m— m— = m—— e D = = e = E— = o E—— oy,

- e e e e e e s s s e o s s s o .

Classification prompt.

Positive

Counterfactual
explanation prompt.

The movie was awful.

Feature attribution
explanation prompt.

Important words: “great”.

Redaction
explanation prompt.

P The movie was [REDACTED].

Classification prompt.

Negative

Unknown
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Session

Session 2

Session 3

Self-consistency checks

o mmm mmm m— m— = m—— e D = = e = E— = o E—— oy,

- e e e e e e s s s e o s s s o .

Classification prompt.

Positive

Counterfactual
explanation prompt.

The movie was awful.

Feature attribution
explanation prompt.

Important words: “great”.

Redaction
explanation prompt.

P The movie was [REDACTED].

Classification prompt.

Negative

Unknown

382
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Accuracy

Classification

IMDB MCTest RTE bAbl-1
100% - Model type

73% - —e— Falcon
50% - D I e
25% - \ \ *—
0% HENEES HEIEES HENEEE e
/ 40 /0 7 4070 7 40 /0 7 40 70
Model size [B]

Llama 2

—eo— Mistral v0.1

Because the goal is not a high accuracy LLM classifier,
we just discard misclassified observations.
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Faithfulness

Faithfulness

IMDB MCTest RTE bADI-1
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® Model-dependent.

Faithfulness
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® Model-dependent.

® [ask-dependent.

Faithfulness
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Faithfulness
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Faithfulness
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ROobUustNess

If the model was generally faithful
but one prompt variation was not,
that would be problematic.
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ROobUustNess

If the model was generally faithful
but one prompt variation was not,
that would be problematic.
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HOW can we make LLNVIS
self-explanations faithful’?



—uture Work



VVnat are we aligning towaras

Human preference.



VVnat are we aligning towaras

Human preference.

Humans don’t know how
the modael behaves.
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VVnat are we aligning towaras

Human preference.

Humans don’t know how
the modael behaves.
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—alrwasning

Case 1

Is the following candidate a good fit for a
Senior SWE position”? Answer only yes/no.

Education:
2016-2020: Bachelor in Biology at University Y

Extra:
Member of Women’s Chess Club

NoO, the education does not match
the position.

1] Aivodii, U., Arai, H., Fortineau, O., Gambs, S., Hara, S., & Tapp, A.
Fairwashing: The risk of rationalization. ICML 2019

Case 2

s the following candidate a good fit for a
Senior SWE position”? Answer only yes/no.

Education:
2016-2020: Bachelor in Biology at University Y

Extra;
Member of Chess Club

Yes.

2] Aivodii, U., Arai, H., Gambs, S., & Hara, S. Characterizing the risk of
fairwashing, NeurlPS 2021,
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—alrwasning

Case 1

Is the following candidate a good fit for a
Senior SWE position”? Answer only yes/no.

Education:
2016-2020: Bachelor in Biology at University Y

Extra:
Member of Women’s Chess Club

NoO, the education does not match
the position.

1] Aivodii, U., Arai, H., Fortineau, O., Gambs, S., Hara, S., & Tapp, A.
Fairwashing: The risk of rationalization. ICML 2019

Case 2

s the following candidate a good fit for a
Senior SWE position”? Answer only yes/no.

Education:
2016-2020: Bachelor in Biology at University Y

Extra:
Member of Women’s Chess Club

NoO, because it’'s a women.

2] Aivodii, U., Arai, H., Gambs, S., & Hara, S. Characterizing the risk of
fairwashing, NeurlPS 2021,
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Optimizing for faithfulness
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\

#. Prediction
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Self-explanations

Only models designeo

explainec

can be explal

to pe
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Black-box moade
general pur
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DOSE.
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—uture VVork

althtuliness
Veasurable Models

O N

Optimize also for  Self-modeling More faithfulness Applies to Setter Applies to
faithfulness capapilities Metrics CLMs Optimizations  other explanations

Self-explanations
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Conclusion



HOw tO provide and ensure faithful explanations
for complex general-purpose neural NLP models”

[his qguestion can be answered:

p By developing new paradigms
explained without employing arcnh

that design

il

ode

tectural cons

raint

Research qguestion

s 1o be
S,

p By focusing on developing accurate faithfulness metrics.

p By focusing on importance measures t
notoriously troubling history regarding faitn

nat have nhad a
ulness.

p By taking advantage of properties specific to natural language

and NLP models.

Research hypothesis
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HOw tO provide and ensure faithful explanations
for complex general-purpose neural NLP models”

Research qguestion

[his qguestion can be answered:

p By focusing on developing accurate faithfulness metrics.

Research hypothesis
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\Vodel and task-dependent faithfulness

® [he faithfulness of post-hoc and attention
S model and task-dependent.

® Shown on importance measures and self-
explanations. Simultaneously works [1,2]
with same conclusion.

Same conclusion in: [1] Bastings, J., et al. “Will You Find These
Shortcuts?” A Protocol for Evaluating the Faithfulness of Input
Salience Methods for Text Classification. EMNLP 2022

Evaluating the Faithfulness of Importance Measures in NLP by

Recursively Masking Allegedly Important Tokens and Retraining Are self-explanations from Large Language Models faithful?

Andreas Madsen'?  Nicholas Meade!”"  Vaibhav Adlakha'**  Siva Reddy'~* Andreas Madsen?  Sarath Chandar'?*  Siva Reddy!*3

! Mila — Quebec Al Institute 2 Polytechnique Montréal 13 A ) ) . . 3 : . )
3 McGill University  * Facebook CIFAR AI Chair Mila — Quebec Al Institute Polytechnique Montréal McGill University
{firstname.lastname}@mila.quebec * Canada CIFAR Al Chair  ° Facebook CIFAR AI Chair
{firstname.lastnamel@mila.quebec

Recursive ROAR Self-explanations
-MNLP, Findings ACL, Findings

2622 2024

2] Lanham, T., et al. Measuring Faithfulness in Chain-of-Thought
Reasoning. Pre-print 2023,
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\Vodel and task-dependent faithfulness

® [he faithfulness of post-hoc and attention
S model and task-dependent.

® Shown on importance measures and self-
explanations. Simultaneously works [1,2]
with same conclusion.

® | kely to explain why there Is soO much
debate on is X-method farthful.

Same conclusion in: [1] Bastings, J., et al. “Will You Find These
Shortcuts?” A Protocol for Evaluating the Faithfulness of Input
Salience Methods for Text Classification. EMNLP 2022

Evaluating the Faithfulness of Importance Measures in NLP by
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\Vodel and task-dependent faithfulness
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debate on is X-method faithtul, 202D 2024

® Only revealed using sufficiently accurate
faithfulness metric at large scope.
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Shortcuts”” A Protocol for Bvaluating the Faithfulness of Input Reasoning. Pre-print 2023G.
Salience Methods for Text Classification. EMNLP 2022 104



Consistent tTaithfulness

Self-explanations

Recursive ROAR faithfulness metric

\Viodel and task-dependent —Xplanation, moadel and task-dependent
Faithfulness Measurable Models Faithfulness as a reward function

\Vasked fine-tuning creates

7
consistently faithful explanations. |
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HOw tO provide and ensure faithful explanations
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New Interpretapility Paradigms

Faithfulness

measurable models

NVodel Is designed such that
measuring faithfulness is easy.

Self-explanations

Model Is designed such that
t can explain itself.

Only models designed

explainec

can e expla

to pe

ned.

Black-box mode
general pur

S dle Mmore

DOSE.

107



Conclusion

Post-hoc Interpretability for Neural NLP: A Survey

Survey

ACM Surveys

® [Nhe faithfulness of post-noc methods 500D

S model and task-dependent.

Evaluating the Faithfulness of Importance Measures in NLP by
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Pitfalls and Principles



PriNciples

The two options for measuring faithfulness:

a)
o)

\_/

\_/

se an intervention, but avoid out-of-distributio
se a ground truth, but make sure it’'s an actua

177

N ISSUES.

ground truth.



Pitralls

a) If correlating, it must be done with a known faithful explanation (which likely doesn't
exist).

o) Don't assume the model is reasonable (or accurate?).

c) Don't assume you know what correct explanation looks like (follows previous).

d) Don't mutate the internals of a model to validate explanation, you may escape the
manifold.

e) Don't probe the model behavior with out-of-distribution data.

f) Don't use a different model to comment about the original model, unless the model
behavior is identical.

g) Don't assume faithfulness generalize to other datasets or models without validation.

h) Not declaring what faithfulness measures. For example, gradient is faithful it is just
not a measure of importance.

) Thinking there is just one correct explanation (importance measure) without a
mathematical proof of unigueness.
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—xplanation-interpretation gap

Explanation-interpretation gap

o————©@

Mathematical/axiomatic Farthiulness metric t

nat

. . reflects how we commu
faithfulness metric.

nicate

explanations to humans.

e.g. "How good is the gradient e.q. “Without this token the
approximation?”, “are they moael prediction changes

Sharply values?” significantly”
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All the gaps

Interference error - Annroximation error Explanation-interpretation gap
+ leakage error

o o e o

. . . Faithfulness metric that
. L Mathematical/axiomatic .
Actual iIssues Approximations reflects how we communicate

faithfulness metric. .
explanations to humans.

e.qg. "How good is the gradient e.q. “Without this token the
approximation?”, “are they moael prediction changes
Sharply values?” significantly”

e.q. e.q. Sharply
X O V_f(x) approximation.
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local explanation

input
features

adversarial
examples

influential
examples

counter-
factuals

natural
language

class explanation

concepts

global explanation

vocabulary

ensemble

linguistic
information

rules

less information more information

>
post-hoc intrinsic
black-box dataset ogradient embeddings white-box model specific
Occlusion Gradient Attenton
-based §2.5.2 -based §2.5.1 -based §2.5.3
SEAM §A.1.2 HotFlip §A.1.1
Influence Functions™ § A.2.1 : Prototype
T
TracIn® § A.2.3 Representer Pointers' § A.2.2 Networks
Polyjuice™P .~ M
§2.6.1 MiCE™ §2.6.2

predict-then-
explain™ §2.7.2

explain-then-
predict™ §2.7.1

NIE? §A.3.1
Project §A.4.1,
Rotate § A.4.2
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Behavioral Structural Structural Auxiliary
Probes? § A.6.1 Probes?” § A.6.2 Probes? § A.6.2 Task?

SEARM §A.7.1 Compositional Explanations of Neurons' § A.7.2




X

X

X

Nput features

Local Explanation

p(y|x)

the year 's best and most unpredictable comedy 0.91
we never feel anything for these characters 0.95
handsome but unfulfilling suspense drama 0.18

Which tokens are most important for the prediction®?



Adversarial examples

Local Explanation

p(ylx) y

X the year 's best and most unpredictable comedy 0.91 1
the year 's firvlest and most unpredictable comedy 0.30 -
X the year 's finest and most anoreseeable comedy 0.08 -
X we never feel anything for these characters 0.95 O
X we never feel anything for these Iv)eople 0.03 -

What would break the model’s prediction”?



'S

A2

Nnfluential examples

Local Explanation

X p(y|x)
the year 's best and most unpredictable comedy 0.91

a delightfully unpredictable , hilarious comedy 0.95

loud and thoroughly obnoxious comedy 0.98

What training examples influenced the prediction?

1
0

3.32
-1.51



Counterfactuals

Local Explanation

X p(y|x)

the year 's best and most unpredictable comedy

\/
the year 's worst and most unpredictable comedy

\/
the year 's worst and most predictable comedy

\/
we can feel anything for these characters

\/
we can feel anything for these animals

0
0
0
we never feel anything for these characters 0.95
0
0

What does the model consider a valid opposite example”?



Natural Language

Local Explanation

X p(y|x)

X the year 's best and most unpredictable comedy 0.91

unpredictable comedies are funny =

X we never feel anything for these characters 0.95

it 1s important to feel for characters =

What would a generated natural language explanation be?



Concepts

Class Explanation

layer
= N W b O

1 234656789 0 .2 .4
heads eflect

What concepts (e.g. occupations) can explain a class®?



Vocabulary

Global Explanation

PCA t-SNE
unfulﬁllin% O characters |
unfulfilling
O handsom o suspense
best Od. (bl O
o unp}rle ictable dramaq
dictabl for o  Ofthe o
%npre 1craple o 9. na|nd comedy
these feel _gandsom Othese but Ovyear
we {Panythin suspense o |ynever
the most gcharactcc?rs dramag anything owe
comedyo ofeel

How does the model relate words to each other?



—Nsample

Global Explanation

[the year 's best and most unpredictable comedy

[we never feel anything for these characters

What examples are representative of the model?



L inguistic information

Global Explanation

Part-of-Speech -

Constituents-

Dependencies-

Entities-

Semantic Role Labeling-

Corefterence-, v v L

O 2 4 6 8 10 12 14 16 18 20 22 24
layer

What linguistic information does the model use?

96 .
37 .
95.
96 .
91.
91.

Fl

O P& ~ O1 O N



Rules

Global Explanation

p(y|x) y  Flips

X the year 's best and most unpredictable comedy 0.91 1 -

X the best and most unpredictable comedy this year 0.13 - -

rule DET year 's —» this year - - 1%
X we never feel anything for these characters 0.95 O -
X we never empatize for these characters 0.11 - -

rule feel —» empatize - - 4%

Which general rules can summarize an aspect of the model?
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post-hoc intrinsic
black-box dataset gradient embeddings white-box model specific
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SEAM §A.1.2 HotFlip §A.1.1
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.l.
TracIn® § A 2.3 Representer Pointers’ § A.2.2 Networks
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§2.6.1 MiCE™ §2.6.2
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explain-then-
predict™ §2.7.1

NIEP §A.3.1
Project § A.4.1,
Rotate § A.4.2
SP-LIME § A.5.1
Behavioral Structural Structural Auxiliary
Probes? §A.6.1 Probes” § A.6.2 Probes? §A.6.2 Task?

SEARM §A.7.1 Compositional Explanations of Neurons'™ § A.7.2
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lakeaways

e Most methods are not evaluated well,
and there have been little iImprovement.

e (lass explanation methods is lacking,
especially compared to computer vision.
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e Most methods are not eva

lakeaways

uated well,

and there have been little iImprovement.

e (lass explanation methods is lacking,

especially compared to computer vision.

e [here Is new work in computer vision
that bridges the gap between post-hoc
and intrinsic. Which is have not been

adopted.
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lakeaways

Most methods are not evaluated well,
and there have been little iImprovement.

Class explanation methods is lacking,
especially compared to computer vision.

There Is new work iIn computer vision
that bridges the gap between post-hoc
and intrinsic. Which is have not been
adopted.

Large Pre-trained models, like GPT-2
and 15, have enabled great progress in
creating fluent explanations.
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Recursive-ROAR



Desiraples

a) The method does not assume a known true explanation.

b) The method measures faithfulness of an explanation w.r.t. a specific model instance
and single observation. For example, it Is not a proxy-model that is measured.

c) The method uses only the original dataset, e.g. does not introduce spurious
correlations.

d) The method only uses inputs and intermediate representations that are in-distribution
w.r.t. the model.

e) The method is computationally cheap by not training/fine-tuning repeatedly and only
computes explanations of the test dataset.

f) The method can be applied to any classification task.
g) The method can be applied to any importance measure.

Recursive ROAR: satisfies (a), (c), (d), (), and (q).
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| eaking target variable

Thought experiment

a) Say “awful” is a strong indicator of negative sentiment.

b) Recursive ROAR will remove “awful” from every negative sentiment observation.

1] |” .

awful” Is now a perfect predictor of positive sentiment.
e.g. ‘| have an awful strong crush on this actor”

C)

VWe want an importance measure for the correct label, as removing the to

ens that are relevant

for making a wrong prediction, would help the performance of

130

he moael.



| eaking target variable

® {X{,X,,X3,X,} are relevant features,

out mutually redundant. All other
features are irrelevant to the target
value.

® 7,7, € are sampled for each
observation. r;, §; are sampled once.

A standard normal distribution 1s used.

® [he explanation Is the weights of a
logistic regression.

Test Accuracy

€ 1 2>0

10° 0 2<0

ad = [rla 7'2, r39 r4a()9090909090909090909090]

d = [5), S2, 83, S45 555 S 575 58> 59 510> S115 5125 5135 5145 5155 516

X =

100% -
80% -
60% -
40% -

131

_”1@ € r@ €
FSn+—, e, + s+ —, 851 +
BT X T R T M
2 4 6 8 10 12 14

Number of features masked

16

€ €
1_0, "’3516'7 _|_ E
ROAR
Recursive ROAR
Truth
Worst case



Attention Moagels

single sequence to class

Tasks: SST, IMDB, Anemia, Diabetes

u; = tanh(W,h* + b)

__h ]
/ f \\ exp(u;

c)

a,  dz a3 Q4 ;

hy 9 h, F»{ hs ] hs
* A K K

X1 X5 X3 X4
Input text

X, expc)

Premise

paired seguence to class

lasks: SNLI, bAbl-1, bAbl-2, bAbl-3

A4

—>

a ] Mi — taﬂh(Wlhlx + th%iz)

[ h
/ \av\a exp(uiTc)

a: =

(0] i

Ve N R

Hypothesis

h P hs» hy| &%
* A K
X5 X3 X4
hi P h 1 hi P h)
iz W W W

Y1 Y2 Y3 Ya

[1] Vashishth et al, arXiv 2019, “Attention Interpretability Across NLP Tasks”
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2

Jain, ACL 2019, “Attention is not Explanation”.



Papers on the faithfulness of attention

: Test if mutated Test if learned adversarial
Compare with other : ] : :
Paper : attention can yield attention can yield same
Importance measure - .. . .
same prediction prediciton.
Attention is not explanation (ACL 2019) X X
Attention is not not explanation (EMNLP «
2019)
Attention interpretability Across NLP Tasks y «
(ArXiv 2019, ICLR 2020 Reject)
s Attention Interpretable (ACL 2019) X
_earning to Deceive with Attention-Based y
=xplanations (ACL 2020)
s Sparse Attention more Interpretable y y y
(ACL 2021)

Criticism: Other methods  Criticism: Mutating the  Criticism: Learning a
are not ground-truths. attention causes different models says
out-out-distribution  nothing about the original
ISSUes. model.
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NO performance I1ISsues

0% masked performance 100% masked performance
399/ RoBERTa base RoBERTa large Y RoBERTa base RoBERTa large
o= ——EE——-—. _________ o-
87% - I o 0 _ —
T X B} T - X .
830/ I — 354- ____________________ I ————————————— —
o~ 0/ _
P
0 - — = — g —— S Lnos mm—mme——- - —— G- —-
8 Q0% — — == — — g ——— == — - = s 60% - —T -
S 75%- +* : = 55%- 2
E 70%- 5 S 50%- | S
0
qg 65% - 1 F{Cj).‘ 459 - i
% 859, _——Ec————-c«-———:t—— — =g — - e ——= =" .GMC: 40% —======- —— T —
2 80%- < = 35%- <
£ 65%- - S 25%- o ==
100% —=—@—= =~ =~ @ == === == = == g = = 100,
75% - 1 g 18‘%(; - T I T s - — g
50% - = 1'7% - I =
| _ + I
25% - — 1500 N
Lo S So S SONCNS T S
TGS g NSRS
S F S IF 0§ S F SR S
g & 7 g & 7 g & 7 g & 7
SN SIS SN SRS
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IN-distrioution testing

® Bccause random masking is different
form targeted masking,

each explanation need to be tested.

® Often out-0

~distribution 1Issues with

plain fine-tu

® \o out-of-d

NiNg.

IStrioution 1Issues with

mMasked fine-tuning.

Plain fine-tune Masked fine-tune

20% - M‘ C=0@=S=C=2=S=CSS059

Masking ratio

OddN

¢19vq

importance measure (IM)

—eo— Random

Grad (L>)
Grad (L1)
X O grad (sign)
x © grad (abs)
—o— 1G (s1gn)
IG (abs)
—o— LOO (sign)
—e— LOO (abs)

—o— Beam
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IM masked performance

30% -
70% -

75% -

100% -
75% -
50% -
25% -

0% -
e\°

Faithfulness

Absolute

60% -
50% -
40% -
30% -
50% -m
25% -

o\° \ o QPP oF
vos RS S
Masking ratio

Signed

DI Oloog

¢19vq

importance measure (IM)

—o— Random

Grad (L>)
Grad (L7)
x © grad
—o IG
—e— LOO

—o— Beam

137



Masked CLM



Sequential output

Requirements are: 1) performance metric and 2) importance
measure / ranking.

1. Performance Measure: ROUGE, BLEU, Levenstein.

2. Importance measure: L eave-on-out, naive aggregation,
optimization, etc.
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Masked CLMS

Learn masking support during pre-training
Mask random tokens during pre-training with a next-token objective.
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Masked CLMS

Learn masking support during pre-training
Mask random tokens during pre-training with a next-token objective.

1. An Faithfulness Measurable model.

2. Get highly faithful occlusion-based importance measure.
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Masked CLMS

guick  brown JUMPS

The guick  brown JUMPS
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Masked CLMS

guick  brown jJumps  over

The guick  brown jJumps  over
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Masked CLMS

guick  brown jJumps  over

The guick  brown jJumps  over

142



Masked CLMS

quick  brown jumps  over lazy

1he quick  brown jumps  over lazy
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Masked CLMS

guick  brown jJumps  over lazy dog

1he quick  brown jumps  over lazy

142



Masked CLMS

The  quick



Masked CLMS

quick brown fox jumps over

1he quick
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Masked CLMS

quick brown fox jumps over

1he JuICK

guick brown fox jumps over he lazy dog

The guick  brown jJumps  over

143



Masked CLMS

Learn masking support during pre-training
Mask random tokens during pre-training with a next-token objective.

1. An Faithfulness Measurable model.
2. Get highly faithful occlusion-based importance measure.

3. Zero-cost parallel-token generation.
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Masked CLMS

Learn masking support during pre-training
Mask random tokens during pre-training with a next-token objective.

1. An Faithfulness Measurable model.
2. Get highly faithful occlusion-based importance measure.

3. Zero-cost parallel-token generation.

4. Many established techniques from MLM.

washed hands betore
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Masked CLMS

Learn masking support during pre-training
Mask random tokens during pre-training with a next-token objective.

1. An Faithfulness Measurable model.
2. Get highly faithful occlusion-based importance measure.

3. Zero-cost parallel-token generation.

4. Many established techniques from MLM.

The  Doctor washed hands before

146



Masked CLMS

Learn masking support during pre-training
Mask random tokens during pre-training with a next-token objective.

1. An Faithfulness Measurable model.
2. Get highly faithful occlusion-based importance measure.

3. Zero-cost parallel-token generation.

4. Many established techniques from MLM.

5. Standard for how to anonymize data.

The  patent named
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Mask



Nanitolgs

T 1/2




® Should assu
NOt assume

® Should only consider the
(sensory anomaly detection).

Desiraples

me little of the

internally normal

odel’s internals.
y distributed.

® Should provide non-ambiguous metrics.

-or example, do

odel, not the input distribution



Empirical CDF

Ve



100%-
75%.
é 50%-
25%.

0%-

Empirical CDF

_'4 _'2

Ve
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CDF

100%-

75%-

50%-

25%-

0%-

Empirical CDF

One-sided p-value

p = P(X < x)

1
~ D Zl[vgx] where D ~ X

veD

Two-sided p-value

p = mn(P(X < x), P(X > x))
= min(P(X <x), 1 - P(X < Xx))
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Mask

IThe movie was great .

really

Iked

T .
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Mask

he movie was great .

really

Iked

1
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Mask

Layers p-values

Hidden Size

Max-aggregation
+ CDF lookup

Ihe movie was great

really

Iked

1

194



Mask

Layers p-values

. Hidden Size
Max-aggregation

+ CDF lookup

Ihe movie was great

really

Iked

1
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~-value aggregation

Sonterron

Avold p-fishing by dividing
the threshold by N.

S %
N

pi <

N
=1

=

Simes

Consider all p-values.
—or the smallest p-value
(1=1) It Is the same.

N p-N
min —— < 5%
i=1 z

where p; < p, < =+ < py

-ISher

No clear intuition. Follows

a chi-sguared distribution.

I

N
2 ) In(p)
=1
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-IMINVIs for other explanations



Concept explanations

o [aithfulness of concepts is often measured using interventions in the
Intermediate state.

* [hese intervention likely cause out-of-distribution issues.

Grevy's Zebra Stallion, CC BY-SA 2.0
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Self-explanations



Self-modeling

A moagel should be able to simulate itself,
to explain itself in general.



Self-modeling

Meta-cognition question Direct question

Are you able to answer who was the
first president of the United States?
Yes/No

Who was the first president of the
United States”?

NoO George Washington



Session 1 //

Session 2

Session 3

How does this generalize’?

Optimize for this

Classification prompt.

Positive

~ Counterfactual
~ explanation prompt.

The movie was awful.

| Classification prompt.

Negative

107



How does this generalize’?

Optimize for this Evaluate on this

—— — — ) e — B— e — — —

Session 1 / /

Classification prompt. ;\

Positive

Session 2 |
- Counterfactual M Feature attribution Redaction |

~ explanation prompt. | explanation prompt. explanation prompt. |

! The movie was awful. Important words: “great”. -> The movie was [REDACTED]. |

Session 3

| Classification prompt.

| Negative \ Unknown
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On Measuring Faithfulness of Natural Language Explanations

Letitia Parcalabescu and Anette Frank
Computational Linguistics Department
Heidelberg University

Claims: currently no general
faithtulness metric for
natural language explanations
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INntegrated Gradient



ntegrated Gradient axioms

Completeness
Attributions ¢.(x, f) for each feature i

should sum to the total value f(x).

D dix.f) = fx)
=1

Implementation Invariance

f for every
feature bu

The attributions are always identical for
two functionally equivalent networks.

Sensitivity

iNnput and

t have diffe

naseline that differ in one
ent predictions, then the

differing fea

‘ure shoulg

have Non-zero attribution.



ntegrated Gradient axioms

1 & ) ) |
Eintegrated—gradient (X, C) — (X — b) © % Z vizf(xza 9)67 X — b + Z/lf(X — b)7
1=1

where f(x;6) is the model logits.



Shapely



Shapely axioms

Efficiency / Completeness Additivity / Linearity
Attributions ¢.(x, f) for each player 1 f the value can be linearly decomposed a f + g,
should sum to the total value f(x). the attributions ¢.(x, f) can be decomposed too.

i ¢(X f) =f(.X) ¢i(xaf+ 8) — ¢i(x9f) + ¢i(x9 g)
=1

Symmetry Null Player
f two players a and b are identical, Attribution for a player 1 who doesn't
they should recelve eqgual attribution. contribute Is zero.
¢a(x9f) — ¢b(x9f) ¢i(x,f) = ()
if f(SU {a}) =f(SU{b}) if f(SU {i}) =1(5)

VS C x\{a,b} VS C x\{i}



Shapely

[STH( x| =1S]—=1)!

x| !

b= ) (AU {i}) = AS))

SCx\{i}



Shapely Example

e $15 for Alice alone.
e Alice and Bob live together, but Bob wants a luxurious tax, adding 10$.
e Charlie lives further away, increases the cost to $51.

Passengers Cost Note

} $0 No taxi ride, no costs
Alice) $15 Standard fare to Alice’s & Bob’s place

Bob} $25 Bob always insists on luxury taxis

Alice, Bob)} $25 Bob always gets his way
Alice, Charlie} $41 Drop off Alice first, then Charlie
Bob, Charlie} $51 Drop off luxurious Bob first, then Charlie

{2
{
{
{Charlie} $38 Charlie lives slightly further away
{
{
{
{Alice, Bob, Charlie} $51 The full fare with all three of them



Shapely Example

1. Consider every order of Alice, Bob, Charlie.

® Alice, Bob, Charlie
® Alice, Charlie, Bob
® BS0b, Alice, Charlie
ce, Bob

® Charlie, Al
® BSob, Char

® Charlie, Bob, Al

e, Al

Ce
ICE

Passengers

{2 $0
{Alice) $15
(Bob) $25
{Charlie} $38
{Alice, Bob} $25
{Alice, Charlie} $41
{Bob, Charlie} $51
{Alice, Bob, Charlie} $51



Shapely Example

1. Consider every order of Alice, Bob, Charlie.

2. Consider Alice is the last to enter the taxi. 12} $0
{Alice} $15
{Bob} $25
{Charlie} $38
{Alice, Bob} $25
® Alice
® Alice {Alice, Charlie} P41
® Bob. Alice {Bob, Charlie} $51
® Charlie, Alice {Alice, Bob, Charlie} $51

® Bob, Charlie, Alice
® Charlie, Bob, Alice




Shapely Example

1. Consider every order of Alice, Bob, Charlie.

® Bob, Charlie, Alice
® Charlie, Bob, Alice

Bob, Charlie} = {Alice, Bob, Charlie} = $0
Bob, Charliel = {Alice, Bob, Charlie} = $0

Average: $5.5

2. Consider Alice is the last to enter the taxi 12} 30
[Alice) $15
3. Average up Alice’s contributions. {Bob} $25
{Charlie} $38
‘51 = [Alcel = $15 {Alice, Bob) $25
® Alice % ce} =

o /lice (@) = [Alicel = $15 {Alice, Charlie} $41
® Bob. Alice ([Bobl = {Alice, Bob} = $0 {Bob, Charlie} $51
® Charlie, Alice {Charliel = {Alice, Charlie} = $3 {Alice, Bob, Charlie}  $51

{

{




Background / Baseline data

® (Alice!
® (BoD, Alice}
o

A {GharW

<
0
K7
_g) | | O = Baseline Data
A {Charlie, Bob, Alicel O = Doto Point to
\\/ be e_xplalne_d
=
Feature

httos.//mindfulmodeler. substack. com/p/shedding-light-on-impossibility-theorems



Visualization

Output=0.4 Output=0.4

Age=65 — Age = 65
Sex=F — o Sex=F
Explanation
BP =180 — BP =180
BMI=40 — BMI =40

Base rate = 0.1 Base rate = 0.1

httos.//shap.readthedocs.io/en/latest/



